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Threat prevalence we see
Economic activity and value creation is moving online. So is crime: 56% of fraud 
incidents cyber related (England&Wales, 2017) · Cyber crime to hit $6 trillion in 2021, up 
from $3 trillion in 2015 · $93B spent on Defense in 2018
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Cognitive Intelligence - Network Analytics Architecture
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Proxy Logs or NetFlowsInput Format – Flows from Proxy Logs
Features Example	Value

x-elapsed-time 1405089360000

c-ip 10.0.0.1

cs-username jhonson
c-port 32000

s-ip 66.196.65.112

s-port 443

cs-url
https://s.yimg.com/zz/combo?yui:/3.12.0/yui/yui-

min.js&/os/mit/td/a

cs-bytes 320

sc-bytes 436

sc-body-size 345

cs(User-Agent)
Mozilla/5.0	(Windows	NT	6.1;	WOW64;	rv:44.0)	

Gecko/20100101	Firefox/44.0

cs-mime-type application/javascript; charset=utf-8

cs-method GET

sc-http-status 200

cs(Referer) https://uk.yahoo.com/?p=us

sc(Location)
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Anomaly Detection Architecture with Denoising

7TECSEC-3555

Anomaly Detection Architecture with Denoising

AUC

Individual Anomaly 
Detectors

0.72
(±0.27)

Individual 
Ensembles of 

Anomaly Detectors

0.94
(±0.14)

Individual LARS 
Models

0.96
(±0.07)

Final Aggregation
0.98

(±0.04)
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Data Driven Classif er Architecture

TABLE VI: Performance of the deployed system for individual

detectors on the Mar2015 dataset at working point ⌧ = 0.5.

We report also the amount of TPs detected by our system

as well as by the signature and rule-based IDS (SRB-IDS),

already deployed and operating on the same data.

proxy logs unq-URLs domains users

ENC (C& C) Mar2015 Signature and rule-based technologies

TPs [count] 1044 633 154 247
FPs [count] 132 80 17 20

precision [%] 88.78 88.78 90.01 92.51

Multi-level ENC (C&C) detector

TPs [count] 13,761 10,810 630 2550
FPs [count] 685 503 119 256

precision [%] 95.26 95.55 84.11 90.88
detected by SRB-IDS [%] 7.59 5.86 24.44 9.69

PHISH Mar2015 Signature and rule-based technologies

TPs [count] 8842 7885 42 617
FPs [count] 0 0 0 0

precision [%] 100.0 100.0 100.0 100.0

Multi-level phishing detector

TPs [count] 19,666 17,561 58 1102
FPs [count] 0 0 0 0

precision [%] 100.0 100.0 100.0 100.0
detected by SBT [%] 44.96 44.90 72.41 55.99

CLICK-FR Mar2015 Signature and rule-based technologies

TPs [count] 5,304 5,304 8 2
FPs [count] 0 0 0 0

prec [%] 100.0 100.0 100.0 100.0

Multi-level click-fraud detector

TPs [count] 20,949 22,069 36 78
FPs [count] 10 8 4 6

precision [%] 99.95 99.96 90.00 92.86
detected by SRB-IDS [%] 24.01 24.03 22.22 2.56

DGA Mar2015 Signature and rule-based technologies

TPs [count] 143,498 12,649 3718 284
FPs [count] 23 19 15 17

precision [%] 99.98 99.85 99.60 94.35

Multi-level DGA detector

TPs [count] 154,249 14,656 4705 1234
FPs [count] 526 322 64 134

precision [%] 99.66 97.85 98.66 90.20
detected by SRB-IDS [%] 92.99 86.31 79.02 23.01

query, used for example to transfer strings with unsupported

characters. Another class of FPs is related to unconventional

URL shortening services.

C. Phishing

During the analysis of the intermediate results of the ENC-

L1 encryption detector we were able to identify 10 domains,

which we were able to link with phishing. The traffic related

to these domains was homogeneous with two types of URLs,

examples are given in Table VII. We were able to collect

20k of flows (out of which 80% was blocked by SRB-IDS)

for these 10 domains from the Sep2014 dataset. These form

the positive training set. Since the communication pattern is

based on the encrypted strings, the first level is shared with

the ENC classifier. The phishing classifier represents the block

D4 in Fig. 4. The training setup of the second level phishing

classifier was the same as for ENC-L2, see Table IV. The

positive and negative samples from the training set of ENC-

L2 were used for as the negative training set for this level.

(a) ENCryption detector evaluated on Mar2015.

(b) Click-fraud detector evaluated on Mar2015.

(c) DGA detector evaluated on Mar2015.

Fig. 5: For each of the multi-level classifier (rows), we varied

the detection threshold to obtain ROC curves (1st column),

precision in dependence on the number of TP flows (2nd

column), and the number of detected flows (3rd column; red =

malicious, blue = legitimate). Changing the threshold between

0.5 and 1 moves the operating point between the right-most

and the left-most point on the curves, respectively. Phishing

was left out of the plots since the precision is already at

100% for ⌧ = 0.5. The precision can be obviously further

improved by increasing the threshold beyond the working

point of ⌧ = 0.5. For DGA and ENC classifier, we cannot

reach precision 100%, because the score for the legitimate

flows is distributed along the full threshold range, see 3rd

column of graphs.

TABLE VII: Example of the phishing-related communication.

malicious

hxxp: //cohostro[.]com/keyJjIjogMjM4MiwgImY iOiAwLCAibSI6IDI2M..
hxxp: //coclouderx[.]com/peyJjIjogMjUyOCwgImYiOiAwLCAibSI6IDI3..
hxxp: //adminxhost.com/8a766814986811e486083c4a92db07ce

After the classifier was trained it was evaluated on Mar2015.

The results are reported in Table VI.

The detector could learn the pattern and separate it perfectly

from the rest of the traffic since the precision is at 100%.

However, 60% of the domains were already seen during the

training on the Sep2014 dataset, but the flows/URLs were

different. In summary, we were able to build a new highly

precise detector for a specific type of behavior, reusing already

trained components without any additional effort. Note that

72% of detected domains were detected also by SRB-IDS,

but on the flow level only 45% of flows was detected covering

56% of users.

D. Click Fraud

In the output of ENC-L1 we were also able to identify a

pattern related to click fraud, examples of the URL pattern are
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(a) ENCryption detector evaluated on Mar2015.

(b) Click-fraud detector evaluated on Mar2015.

(c) DGA detector evaluated on Mar2015.

Fig. 6: Performance curves evaluated at the user level and

computed similarly to Fig. 5. Note that the precision can

be further improved by increasing the threshold beyond the

working point of ⌧ = 0.5. This is depicted by the dashed

red line in the second column. For the DGA classifier we can

arrive at a precision above 95% while keeping recall above

1120/ 1234⇥ 100 ⇡ 90% (red dashed line). In the case of the

encryption detector ENC, increasing the detection threshold

value will increase the precision up to 98% with recall still

above 1870/ 2550 ⇥ 100 ⇡ 73%.

TABLE VIII: Example of the click-fraud-related communica-

tion.

malicious

hxxp: //findreek[.]com/cen?ag=de6b7f fbf8a767e8bdecbb805143bca6-2..
hxxp: //199.182.165[.]105/c.php?i=DFuwjK oDUiUNzF8Qnn%2F%2FQw..
hxxp: //clickered[.]com/cex?si=94b2ba8b0b59787b4609c64514baa26c-81-0
hxxp: //180.149.131[.]33/v.php?q=252043836&callback=jQuery11020...
hxxp: //lookfunnel[.]com/lr?si=362edf9becb1bf79713d1cf131936afb-18-0

given in Table VIII. We were able to collect 45 domains with

35k of proxy logs in the Sep2014 dataset that were used as

the positive training set of the new base classifier. Since the

communication pattern is based on the encrypted strings, the

first level is shared with the ENC classifier too, see Fig. 4 –

block D5. The training setup of the second level click-fraud

classifier was the same as for ENC-L2, see Table IV. All

samples from training of the previous classifiers were used

as the negative set, i.e. ENC-L2 positive and negative training

samples and phishing positive training samples. The classifier

was evaluated on Oct2014 and the identified FPs were used

to retrain the classifier. After the retraining, it was evaluated

on the unseen Mar2015 dataset.

Results are reported in Table VI and Fig. 5. Out of 36

detected domains, only 5 domains were seen during the

training (although with different URLs/flows). Similarly to

phising, most of the proxy logs have unique URL as seen

from Table VI. Most likely, each URL carries specific user and

click-related malware instructions. The disproportion between

number of detected FP and TP flows is huge: 10 to 20,949.

However, almost each FP flow is linked with a different user.

The few FP flows were identified as being part of a marketing

and tracking services using similar URL patterns, however we

were not able to find any obvious association with malware.

FPs

E. Malware using DGA

Here we show how the proposed architecture can be used

to build a well studied DGA detector based only on the

information provided by a proxy log. We focus on DGAs

producing out-of-vocabulary words, the system is not suited

for detection of word-based DGAs. The detection of DGAs is

analogical to the detection of encryptions since the dissimilar-

ity between malicious and legitimate communication hinges

on the distribution of characters in both cases. We can use the

same architecture as for the detection of encryptions in the

URL built in the bottom-up fashion. Summary of the training

parameters can be found in Table IV.

1) Training DGA-L1: This detector represents the block

D3 in Fig. 4. The first level uses features extracted from the

second level domain only to filter out those domains that

are clearly not generated by a DGA. The operating point

of the first stage is therefore set for high recall (and lower

precision). In order to train the first level, the system uses the

one million most trusted domains from Alexa to form the set

of negative/legitimate samples.

The set of positive/malicious samples is taken from various

sources of DGA domains, such as blacklists, sandboxing

reports, domain lists produced by new types of DGAs, and

lists gathered by DNS anomaly detectors designed to analyze

unusual activity in DNS requests [8], [33]. Note that the DNS

anomaly detectors are used only in the training process to

collect training data. They are tuned to operate with high

precision at the cost of lower recall. This is to ensure that

the domains are indeed reliable positive samples generated by

a DGA. The various data intelligence sources are sometimes

complementary with the goal to cover all possible variants

of DGAs. Overall, 51k of malicious DGA domains were

collected to form the positive training set. To get an estimate of

the performance of DGA-L1, we run the classifier on Nov2013

(with detection threshold ⌧ = 0.5) and obtained 594 domains.

We could confirm maliciousness for 87 of them yielding lower

bound for precision of DGA-L1 on the domain level equal

to 87/ 594 ⇥ 100 = 14.65%. Typical FPs for level-1 were

described in Section II-B and are given in Table II. We run also

a query on the Nov2013 dataset given the collected malware

domain set, but we found only flows to 55 domains that were

a subset of the detected 87 domains. Obviously, the DGA

domains rotate quickly.

2) Training DGA-L2: Detector DGA-L2 ispart of theblock

D6 in Fig. 4. The second level uses the full feature set extracted

from proxy logs to model the full malware behavior and to

filter out false positives from the first stage. It is trained only
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TABLE I: Example of malicious and legitimate URLs with

encoded strings. The malicious URLs are related to Dridex,

Palevo worm and Alureon Trojan.

malicious

hxxp: //lkckclckl1i1i[.]com/zKG2ZB1X6M5xt5c1Y2xrPTEuNyZiaWQ9..
hxxp: //109.235.54[.]162/m/IbQEZVVjipFdkB0KHeNkNuGBabgSr2z3..
hxxp: //78.140.164[.]160/jjlqXpP/ ⇠ GIja7A3q/KqRSx+1s8kNC=/%2BsI..
hxxp: //masterproweb[.]net/images2/BD3006FB490CADF111E40696D3..

legitimate

http: //www.thespec.com/DependencyHandler.axd/L0Rlc2t0b3BNb2R1b..
http: //www.degruyter.com/assets/virtual/H4sIAAAAAAAAAKWSwUo..
http: //www.1001pneus.fr/ls/YToxNzp7czo0OiJwYWdlIjtzOjY6InNlYX..

TABLE II: Example of malicious generated domains related

to Gamarue/Andromeda botnet, Geodo botnet and Emotet

banking Trojan and legitimate domains. The last legitimate

domain is a village name in NW Wales.

malicious

hzmksreiuojy[.]in, b9qmjjys3z[.]com, jaoohqvqda[.]ru,
oqjiwef12egre6erg6qwefg312qrgqretg132[.]com, lkckclckl1i1i[.]com,

xjpakmdcfuqe[.]nl, reqblcsh[.]net, cilavocofer[.]eu

legitimate

skhhtcss.edu.hk, edkowalczyk.com, blkdmnds.com,
watdoejijbijbrand.nl, kdnlrklb.com, abcdefgtfddf2223.com,

llanfairpwllgwyngyllgogerychwyrndrobwll-llantysiliogogogoch.com

a predetermined subset of the generated domains which are

then used to establish a C&C channel. DGAs are configurable

and the botmaster can manipulate the way the domains are

generated. This makes the use of detection mechanisms relying

on static black lists infective since it is not possible to keep

the lists up-to-date with the large amounts of automatically

generated domains [1]. As an alternative, domain lists can

be easily compiled when the DGA is known. However, this

requires reverse engineering of the malware sample which is

not always feasible [1].

Evolving and configurable DGAs are becoming sophisti-

cated to the point that they can bypass existing detection

algorithms. Approaches based on the rules derived from the

distribution of characters in the domain names are frequently

ineffective and may produce many false detections. One exam-

ple of falsely detecting domains as generated by a DGA are

domains including government institutions, which are often

initialisms of the institution names. Another example are

domains with some vowels left out, or proxy and firewall

checks of legitimate applications (e.g. web browsers), which

are implemented as HTTP requests to non-existing generated

domains. Additional intelligence derived from the DNS and

WHOIS records is sometimes used to reduce the number of

false detections [1], [4]. Example of malicious domains from

DGA and legitimate domains, which can be possible source

of false detection, are given Table II.

a) Phishing And Click-Fraud: A special case of malware

with encrypted strings as a part of URL are phishing and click-

fraud, where in some cases encrypted strings are used to hide

the transfer of client credentials or redirection instructions.

Even if the initial URL shown to the user looks benign, some

of the requests of the communication that follows can expose

the attacker. Specific examples that we aim for are given in

Section VIII-C and Section VIII-D.

I I I . CHA LL ENGES

Our data-driven malware classification approach has to

overcome several challenges to make it practical in today’s

enterprise security environments.

A. Precision

Techniques based on signatures and regular expressions can

be effective in providing low number of false positives, but

they do not have a generalization capability. For example, once

the URL in the proxy log changes (as a result of malware

being updated), the regular expression can no longer capture

this malicious communication.

Classifiers that are automatically trained using statistical

features extracted from proxy logs have much higher gen-

eralization power. This is because the training procedure

automatically finds rules and features that are characteristic

for a particular malware behavior considering all the provided

legitimate and malicious samples. The challenge is to keep

the false positives low since some legitimate traffic proxy

logs might appear similar to the malicious logs, see previous

section.

When designing the system, the precision of the detector

is typically evaluated on the level of URLs or proxy logs,

i.e. using number of correctly and incorrectly classified URLs

or logs. Although the incident report might contain the ma-

licious and suspicious logs, the main interest to the security

analysts are the infected hosts or user machines. It is therefore

important to also evaluate the precision at the level of hosts.

Otherwise, it can happen that a very accurate detector at the

proxy log level, correctly classifying hundreds of thousands of

proxy logs as malicious, can incorrectly report many hosts as

infected. The discrepancy would be caused by many malicious

flows originating at a few hosts but a handful of false positive

flows distributed across many users. This issue will be further

discussed in Section VII-D.

B. Adaptability

The malware detection system has to achieve high precision

and recall and retain it after deployment. Therefore, there

needs to be a mechanism to update the detectors in a reaction

to emerging malware patterns. In data-driven systems, the up-

date can be performed by automatically retraining the detectors

using new malware traffic samples. It is clear that maintaining

a larger set of classifiers updated at all times is hard. One way

to address this problem is to design system components that

focus on specific manifestations of malware behaviors. The

components can then be reused when classifying behaviors

from different malware families.

The system should also be able to update the detectors in

the event that some of their parameters are compromised. For

example, an adversary might discover particular domain or

URL patterns that are not detected as malicious but can be

used to communicate with a C&C server. If this happens, the
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TABLE I: Example of malicious and legitimate URLs with

encoded strings. The malicious URLs are related to Dridex,

Palevo worm and Alureon Trojan.

malicious
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a predetermined subset of the generated domains which are

then used to establish a C&C channel. DGAs are configurable

and the botmaster can manipulate the way the domains are

generated. This makes the useof detection mechanismsrelying

on static black lists infective since it is not possible to keep

the lists up-to-date with the large amounts of automatically

generated domains [1]. As an alternative, domain lists can

be easily compiled when the DGA is known. However, this

requires reverse engineering of the malware sample which is

not always feasible [1].

Evolving and configurable DGAs are becoming sophisti-

cated to the point that they can bypass existing detection

algorithms. Approaches based on the rules derived from the

distribution of characters in the domain names are frequently

ineffective and may produce many false detections. One exam-

ple of falsely detecting domains as generated by a DGA are

domains including government institutions, which are often

initialisms of the institution names. Another example are

domains with some vowels left out, or proxy and firewall

checks of legitimate applications (e.g. web browsers), which

are implemented as HTTP requests to non-existing generated

domains. Additional intelligence derived from the DNS and

WHOIS records is sometimes used to reduce the number of

false detections [1], [4]. Example of malicious domains from

DGA and legitimate domains, which can be possible source

of false detection, are given Table II.

a) Phishing And Click-Fraud: A special case of malware

with encrypted strings as a part of URL are phishing and click-

fraud, where in some cases encrypted strings are used to hide

the transfer of client credentials or redirection instructions.

Even if the initial URL shown to the user looks benign, some

of the requests of the communication that follows can expose

the attacker. Specific examples that we aim for are given in

Section VIII-C and Section VIII-D.

I I I . CHALLENGES

Our data-driven malware classification approach has to

overcome several challenges to make it practical in today’s

enterprise security environments.

A. Precision

Techniques based on signatures and regular expressions can

be effective in providing low number of false positives, but

they do not have a generalization capability. For example, once

the URL in the proxy log changes (as a result of malware

being updated), the regular expression can no longer capture

this malicious communication.

Classifiers that are automatically trained using statistical

features extracted from proxy logs have much higher gen-

eralization power. This is because the training procedure

automatically finds rules and features that are characteristic

for a particular malware behavior considering all the provided

legitimate and malicious samples. The challenge is to keep

the false positives low since some legitimate traffic proxy

logs might appear similar to the malicious logs, see previous

section.

When designing the system, the precision of the detector

is typically evaluated on the level of URLs or proxy logs,

i.e. using number of correctly and incorrectly classified URLs

or logs. Although the incident report might contain the ma-

licious and suspicious logs, the main interest to the security

analysts are the infected hosts or user machines. It is therefore

important to also evaluate the precision at the level of hosts.

Otherwise, it can happen that a very accurate detector at the

proxy log level, correctly classifying hundreds of thousands of

proxy logs as malicious, can incorrectly report many hosts as

infected. The discrepancy would be caused by many malicious

flows originating at a few hosts but a handful of false positive

flows distributed across many users. This issue will be further

discussed in Section VII-D.

B. Adaptability

The malware detection system has to achieve high precision

and recall and retain it after deployment. Therefore, there

needs to be a mechanism to update the detectors in a reaction

to emerging malware patterns. In data-driven systems, the up-

date can beperformed by automatically retraining the detectors

using new malware traffic samples. It is clear that maintaining

a larger set of classifiers updated at all times is hard. One way

to address this problem is to design system components that

focus on specific manifestations of malware behaviors. The

components can then be reused when classifying behaviors

from different malware families.

The system should also be able to update the detectors in

the event that some of their parameters are compromised. For

example, an adversary might discover particular domain or

URL patterns that are not detected as malicious but can be

used to communicate with a C&C server. If this happens, the
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Shallow Neural Networks not Dead (cont.)
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Multiple-Instance Neural Network in Computer Network Security

Traf c Sam ple

Traf c Sam ple

N eural N etw ork M odel

Exam ples of Learned IO C s
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MIL Neural Network - Learned IoC Examples

HTTPs connections to raw IP addresses like
• hxxps://62.249.33.21/

DGA domains like

• hxxp://ivdyxgqtwqsztopjrijlnhqwcnbtk.com,

• hxxp://pojxofukqskfhajvizdhmdxwwghq.biz

• hxxp://twwkgihmmvspblrnzpnjnhexcqgtkrk.com
HTTPs connections to live.com domain like

• hxxps://roaming.officeapps.live.com/

Download of images like

• hxxp://www.biglots.com/images/aprimo/common/holiday_header/110714-04.gif

Malware-specific traffic
• hxxp://95.211.188.129/ZsSgh+/IjxG@wJQuQs/_y%24Z@B&kc

• hxxp://76.119.58.221/ts1V+V6g44Q/sL8PMB/hml+%2D/s%24@9LQI7%24

• hxxp://78.129.153.15/W3S.T7JgR+/S+~@R/SNV%7EL%7E+/p%2C

• hxxp://195.162.107.7/02s1S+5m/s%266/K@wxE/LCeg/0SlQ

• hxxp://165.124.106.26/H3+9UsS/QW1_rI/8JPn_qQgS.@/%26NScFY
Seemingly legitimate traffic like

• hxxp://banners.itunes.apple.com/js/banner-main-built.js

• hxxp://www.slfn.co.uk/today_matchsheet.php

MIL Neural Network - Learned IoC Examples
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Detection Dif culty High and Growing

data siz
e

visibility

 ◆ encyption · TLS 1.3 · GDPR

 ◆ Application-level encryption

 ◆ DNS over HTTPS or TLS

 ◆ use of ML by malicious actors – ease of obfuscation, 

hiding, evasion…

 ◆ evolution of attack vectors (eg f leless..) - past knowledge 

quickly obsolete

 ◆ known learning methods do not scale enough. 

(we now process 50TB/day, need Feature 

Selection on 400k-dim etc)

 ◆ we routinely break well-known ML & BigData 

libraries by sheer data size on massive CPU-pools

 ◆ Internet-size scale learning…  model robustness still a problem where labels are scarce

 ◆ Privacy vs. security trade-of  chellenge 
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Way Forward - the Power of Complementarity

Content / Files / Memory
endpoint system activity · execution patterns · phishing · ransomware · 
patterns in disassembled structure…

Telemetry + Enhanced Analytics techniques (ETA)
f leless attacks · c&c activity · data exf ltration · phishing · attribution by 
association · malicious infrastructure discovery…

Asynchronous Intel
sandboxing · shared intel platforms · global stats · RiskMaps (e.g. WhoIs 
inference)…
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Modeling „Social“ Relationships

©  2 0 1 7   C is c o  a n d /o r  i t s  a f f i l i a te s .  A l l r i g h ts  r e s e rv e d .    C is c o  P u b l ic 1 1 1T E C S E C -3 5 5 5

CTA Correlation Layer

• Identify similarities of infections 
across the field using graph methods

• Exploit the similarities to recognize 
threat campaigns + their severity

• Implies higher confidence intel

• Employed techniques
• Metric functions

• Graph clustering

• Cluster prioritization

• Threat Propagation

In
fe

c
te

d
 H

o
s
ts

S
e

rv
e

rs
 f

e
a

tu
ri
n

g
 a

n
o

m
a

lo
u

s
 a

c
ti
v
it
yNetwork

Hosts

Visited 

Servers



#JudgementDay14  / 6.11. 2019 Bratislava

Modeling „Social“ RelationshipsModeling Social Relationships
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Global Risk Map 

 ◆ Behavioral statistics for millions 

of servers on the Internet

 ◆ Tracking servers likely 

becoming part of an attack

 ◆ Risk prof ling

Unlike reputation DBs may 
not be interpretable easily - 
designed as input for learned 
predictors that combine many 
weak indicators
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Where We Are

• per-product working solutions,  
now integrating to boost 
detection capabilities...

• abundance of open problems across industry

adversarial  

learning

representation 

learning

concept 

drift

advanced  

anti-evasion
privacy-preserving 

learning

Cognitive 

Intelligence

StealthWatch
ETA switches,  

routers

AMP 

portfolio

ThreatGrid

Tetration

Cisco Threat

Response (CTR)

https://blog.openai.com/adversarial-example-research/
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Tech Resources
(sample)

• Package for capturing and analyzing network f ow data: https://github.com/cisco/joy
• Library for learning from massive data: https://github.com/cisco/oraf

• Encypted Telemetry Analytics Technology Overview: https://www.cisco.com/c/en/us/
solutions/enterprise-networks/enterprise-network-security/eta.html

• Behavior Disovery in Encrypted Traf c: http://agents.fel.cvut.cz/stegodata/pdfs/
Pev15-ICASSP.pdf , https://arxiv.org/pdf/1607.01639.pdf , US Patent US 2019 / 0230095 A1 , 
etc.

• MIL Neural Networks for CyberSec: https://arxiv.org/abs/1703.02868
• CNN and LSTM Neural Networks in CyberSec: https://arxiv.org/pdf/1906.09084.pdf
• Preventive Blacklisting from WhoIs: http://www.approximateinference.org/accepted/
LetalEtAl2015.pdf
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